Location:
Intel, Hillsboro, OR

Date:

March 3-7, 2003

RRNR-TV

VQEG can’t make final decisions, since interested parties are not all present.  However, issues can be aired:  what is the situation, and where can/should we go.  The goal was to identify problems and the sorts of changes needed.

1. Is there still interest in RRNR-TV?  How many proponents interested?  Chiba, Yonsai, NTIA (only if no restricted scenes), R&S, Phillips (likely), NASA, and Terenex expressed interest.  Not UCSB, and maybe Tektronics (only if scene restrictions are eased, then may be interested) 

2. Majority of people would prefer to use scene content that is royalty free.  So, need minimal use restrictions on scenes (e.g., can’t sell or use for marketing, can use for research, don’t need to sign a legal document.)  

3. Therefore, need to put a call out for new source material.  Preferably, ILG and proponents should shoot (or locate) their own royalty free source video sequences.  Source on D1 or Digital Betacam or D5, cameras with component camera.

4. Need a clear statement on the scenes & HRC collected for FRTV, what can be used.  Also, clearly identify for new scenes & HRC, how they can be used.

5. Type of source necessary:  preferably long (1 minute) video clips, can also concatenate shorter sequences.  Pure Rec. 601 as source or sub-601 (e.g., digital Betacam)?  

6. Greg Cermak has issues with the statistical analysis for RRNR-TV.  Has seen papers mentioning time series of SSCQE scores, going to single number, more weighting on the numbers close to the end of the time series.  Issues:  (1) Going from time history to single number is one thing, have seen papers, but has not seen a paper showing how to analyze and compare two time series. (2) Talking to an expert about time series, identified that (Greg Duncan) doing statistics on time series isn’t the same as doing statistics on discrete values.  This isn’t business as usual, can’t use usual metrics, need to do time series analysis; because each element in the time series is autocorrelated (i.e., each sample is highly is correlated with the previous and following samples).  Current RRNR-TV test plan calls for data analysis identical to that done by FRTV, and it isn’t that simple.

7. Therefore, need to modify the data analysis within the test plan.

8. Currently, only FUB and CRC are set up to do SSCQE tests.  Preferably, other ILG labs should run this test.

9. Would like to have the same number of subjects in each test (525-line & 625-line).

10. Number of viewer orderings might be an issue.  We may prefer to have more than 2 viewer orderings, since there is a potential context problem.  If we have 2 viewer orderings, then this should be clearly stated so that proponents can’t complain about this after the subjective data has been analyzed.

11. Test plan doesn’t say how to deal with viewer orderings after subjective data has been collected.  Two possibilities:  don’t average subjective scores over orderings and run model over each viewer ordering separately (i.e., the entire half hour viewer session), or average across viewer orderings and run each model over each one-minute video clip separately.

a. One solution for this issue would be to separate each 1-minute video sequence by 2-5 seconds of grey (a later suggestion), and consider each 1-minute of subjective ratings to be entirely separate.  Subjective scores for each 1-minute sequence would be averaged over viewer orderings, and objective models would operate on each 1-minute video sequence separately.

b. Another solution for this issue would be to run objective models over the entire time-history of each viewing session separately. 

12. If ILG can collect all HRCs, that is good, but this is very unlikely.  So, must address the issue of proponents supplying HRCs.  If all proponents are allowed to have an HRC in the test, this will require 12 HRC (which is too many HRC).  Plan should say that although all proponents are invited to provide HRCs, there is no guarantee that any particular HRC will be used.  This should be clearly stated in the test plan.

13. Therefore, if a proponent supplies an HRC, then they must supply a copy upon request to other proponents (e.g., on an external PC hard drive, approximately $400).  Payment from other proponents may be required, to pay for the dubbing costs.  The ILG will not do any such redistribution.  Likewise for source material.

14. We need exact boundaries on calibration ranges.

15. Ideally, ILG should have a program that detects whether a video sequence (processed) is outside the calibration boundaries.  Easy to ensure that all HRC are within specified boundaries.  If this software is written by all proponents, this would be ideal.

16. Should calibration be part of the model or performed separately and given to all models?   

i. Some people want to see calibration entirely separate from model calculations.  

ii. One realization is to allow all proponents to submit separate low-bandwidth calibration.  

iii. Another realization is to allow all proponents to submit full-bandwidth calibration, which would then be run by the ILG and results given to the models.  Objective model coded for each clip would take as an input values such as Y gain, spatial registration, etc). 

b. Some people want the model very specifically to do calibration and VQR.  An idea was aired that perhaps models could be given a bit of extra “setup” bandwidth to perform calibration.  Some have opined that from an industry viewpoint, this would be more useful.  

i. One realization would be to supply an extra source scene (1 minute) that is not expected to differentiate between difference HRCs (e.g., guitar from FR-TV Phase 2).  Submitted models would contain three pieces, where for a downstream model:  one piece processes the original extra source scene and stores a file, the second piece processes the original source scene that was rated by the viewers and stores a file, and the third piece processes the processed source scene.  Each piece would read the outputs of the previous pieces.  

ii. Another realization would be to require that each model perform calibration on each 1-minute video clip independently (i.e., within bandwidth provided for the 1-minute transmission).  Some people expressed a concern that it might be inappropriate (i.e., unrealistic) to demand the models perform calibration once every minute, when these calibration values do not change every minute for real systems.

c. If models include calibration, then some feel that the test plan should be modified to specifically exercise the calibration routines.  If the models are required to do their own calibration, then some people believe that the test plan should specifically exercise the calibration.  For example, HRCs should introduced jitter, spatial registration problems horizontally and vertically, reframing, variable delays around 5 to 10 frames, systematic temporal delay, and variable group delay – where Y and Cb/Cr image planes are delayed by different amounts.

17. We should consider putting 2 to 5 seconds of grey between each one minute of video clip, to allow time for the sliders to be moved to the middle of the sliding scale.

18. We need a more realistic schedule of dates. We may easily need 6 months after final test plan before submit models.  The ILG stated that it isn’t realistic to perform the next test before Sept. 2003.

19. We need a Co-Chair of VQEG (with Jamal), preferably someone with time to edit the RRNR-TV test plan.  Alexander K.G. Woerner of Rohde & Schwarz volunteered to be Co-Chair.

20. Test plan currently calls for 27 metrics to be used to analyze the data.  Section 5.2 specifies 9 evaluation criteria, and 5.1.1 specifies three versions of each subjective data set.  27 evaluation criteria is excessive and will be problematic when we get to the point of analyzing the data and producing a report.

21. How many scene cuts should be allowed in each 1-minute sequence? 































